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Abstract

Stochastic gradient descent (SGD) is a prevalent method for solving smooth nonconvex problems
arising in machine learning. Since SGD computation can be efficiently distributed across multiple
machines, communication often becomes the main bottleneck in applications. Gradient compression
methods can be used to alleviate this problem, and recent line of work shows that SGD with certain
compression methods convergence to an e-first-order stationary point. In this work we extend these
result to convergence to an e-second-order stationary point. By using Compressed SGD we show
that, compared to the uncompressed case:

* When stochastic gradient is not Lipschitz, total communication decreases by 0(6_3/ 4,

* When stochastic gradient is Lipschitz and ¢ = o(d~%?), total communication decreases by O(=~"*/va).

1. Introduction

Escaping from saddle points in nonconvex optimization is a topic of interest in a number of recent
optimization papers for machine learning [2, 7, 11, 17, 19]. Remarkably, first-order methods are able
to find approximate second-order stationary points in a number of iterations comparable to those
required to find first-order stationary points [11].

In practice, for massive machine learning workloads a large number of machines is required to
speed up the training process. Communication typically becomes the main bottleneck in training [5,
16] and hence a common solution is to apply gradient compression at every step [1, 9]. In this paper
we show that the main workhorse of distributed optimization for deep learning, stochastic gradient
descent (SGD), achieves fast guaranteed convergence to an approximate second-order stationary
point even when an optimal gradient compression is applied at every step. While it was shown
recently [9, 12] that this holds for first-order convergence, ours is the first analysis of second-order
convergence. In this sense, our results are similar to the breakthrough work of [7], who were the first
to show second-order convergence for uncompressed gradient descent methods.

Our main technical contribution is the analysis showing that compressed SGD can escape
from saddle points efficiently. Inspired by the ideas from [11] and [15] we present an algorithm
(Algorithm 1) which uses perturbed compressed gradients with error-feedback and converges to an
e-second-order stationary point (see Theorem 6). Table 1 outlines communication improvements for
various choices of compression parameters. Unlike stochastic noise, which can’t behave adversarially,
errors arising from gradient compression can be highly correlated, introducing some amount of
slowdown in convergence compared to the optimal uncompressed methods of [11]. Despite this we
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are able to show substantial improvements in total communication for certain settings. It remains
open whether optimal rates of convergence can be achieved with compression.

2. Preliminaries

Function properties For a twice differentiable nonconvex function f, we consider the uncon-
strained minimization problem min, cpa f(x).

Assumption 1 We use the following standard [2, 6, 11, 18, 19] assumptions about the objective
function f:

Assumption 1.A  f is fjax-bounded, has L-Lipschitz gradient and p-Lipschitz Hessian:

1f(x) = f3)] < fanax, V) = V@) < Llx = yll, [V2f(x) = V)l < plx — ]

Lipschitz gradient is required to achieve fast convergence for nonconvex optimization problems.
In addition, Lipschitz Hessian allows one to show fast second-order convergence.

Assumption 1.B  Unbiased stochastic gradient VF'(x, #), where 6 is a randomness-controlling
parameter (e.g. a minibatch selected at a given iteration), with bounded variance:

Eq [VF(x,0)] = V(). Eq [IVF(x,6) — VF(x)|?] < o2

Assumption 1.C  Lipschitz stochastic gradient. For any x,y, 6:

IVE(x,6) = VF(y,0)l| < fllx —yll, 7€ [0;+00]

Note that £ can be +oo, corresponding to the case when this assumption doesn’t hold. From machine
learning perspective, Assumption 1.C means that for the same mini-batch, if the initial models are
close, their updates are also close. For neural networks, each network layer is a composition of an
activation function and a linear function, such assumption holds when each activation function is
Lipschitz (note however that l may grow exponentially with the number of layers).

Gradient compression Our goal is to optimize f in a distributed setting, when we have W
machines, each corresponding to a differentiable function f; such that f = 2221 fi. Each machine
computes a stochastic gradient V Fj(x, 6) such that Eg [VF;(x,0)] = Vfi(x). After that, the
gradients are gathered on the coordinator machine which computes the full stochastic gradient
VF(x,0) = % 2121 VF(x,6). Using this gradient the coordinator can perform a stochastic
gradient step: xy41 < x¢ — NV F(x¢, ), where x; is the previous iterate and 7 denotes the step size.

The key advantage of this approach is that by increasing the number of machines the computation
can be parallelized perfectly. However, with each machine required to send its gradient, communica-
tion becomes the main bottleneck. A popular solution to this issue is gradient compression: each
machine sends only an approximation of its gradient, e.g. a sign of each coordinate [3], ¥ random
coordinates [15], the k largest coordinates [15], the compressed difference with the previous gradi-
ent [8], gradient quantization [1]. Then coordinator averages these approximations and broadcasts it
to all machines (possibly compressing it again).

We are interested in two properties of this protocol: how good the approximation is and how
much communication per machine it requires. The first property is formalized in the following
definition:
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Definition 1 A randomized function C(x) is a A\-compressor if
E [|lx = C(x)|*] < Allx[f?

For example, a scaled sign function C(x) = |‘w(i||1 sign(x) is a (1 — %)-compressor and returning

top k coordinates of a vector results ina (1 — s)—compressor. However, it’s nontrivial to compute
compressors efficiently in a distributed setting, given that each machine stores only a part of the input
x() and computing x = % 2121 x () explicitly would require O(d) communication per machine.
Addressing this question, the recent work of [9] uses a communication-efficient compressor with the
following property:

Lemma 2 ([9], Lemma 1, reformulated) There exists a 1 — k/d compressor C such that C(x)
requires only O(k) bits of communication per worker for any X.

This compressor returns k largest coordinates of the full stochastic gradient. The key idea is to
have the coordinator recover the indices of the % largest coordinates using COUNT SKETCH [4] and
then evaluate these coordinates on each machine. COUNT SKETCH allows one to achieve this with
O(k) communication per worker.

Stationary points While our goal is to find a local minimum, finding it is in general NP-hard [13].
Instead, as is standard in the literature, we can show convergence to an approximate first-order
stationary point or an approximate second-order stationary point.

Definition 3 For a differentiable function f, x is an e-first-order stationary point (¢-FOSP) if
Vi) <e

An e-FOSP can be a local maximum, a local minimum or a saddle point. While local minima often
correspond to good solutions, saddle points and local maxima are inherently suboptimal. Assuming
non-degeneracy, saddle points and local maxima have escaping directions, corresponding to Hessian’s
negative eigenvectors. Following [14] we refer to points with no escape directions (up to some
approximation) as approximate second-order stationary points:

Definition 4 ([14]) For a twice-differentiable, p-Hessian Lipschitz function f, X is an e-second-order
stationary point (¢-SOSP) if |V f(x)|| < € and V2 f(x) = —/pz.

While one can consider two threshold parameters — ¢, for V f and ¢ for V2f — we follow
convention of [14] which selects ey = —,/pé, intuitively balancing first-order and second-order
variability. An important property of points which are not e-SOSP is that they are unstable: adding a
small perturbation allows gradient descent to escape them [7]. Similar results were shown for other
gradient descent variations, e.g. stochastic [11] and accelerated [10] gradient descent. In this work
we will show that this property holds even for stochastic gradient descent with gradient compression.

3. Algorithm and analysis

Algorithm We present our algorithm in Algorithm 1. This algorithm is a compressed stochastic
gradient descent based on Algorithm 1 from [15]. However, in order to achieve second-order
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convergence we add an artificial random noise &; to gradient at every iteration (similarly to [11]). As
we show in Appendix B, this modification allows gradient descent to escape saddle points.

At every iteration ¢ the algorithm computes stochastic gradient V F'(xy, 8;) and adds artificial
noise &; to it. The resulting value is compressed and we update the current iterate x; using this value.
However, the error resulting from compression is not ignored: we calculate error feedback e,y — the
difference between the computed value and the compressed value — and add it to the gradient in the
next iteration. [12] shows that carrying over the error term makes a difference for this algorithm’s
convergence to a first-order stationary point.

Algorithm 1: Compressed SGD
2

parameters: step size 7, number of iterations 7', artificial noise variance r~,
input :objective f, compressor function C, starting point Xg
output :c-SOSP of f
€y < Od;
fort=0...T—1do
gt < C(VF(x¢,0y) + & +er), & ~ Ny(04,72);
Xt41 < X — N8t 5
€ty1 < €+ VF(Xt, (9,5) + 5,: — 8¢5
end
return xo

Analysis To simplify the presentation, we introduce notation § = (1-A)/v/x. In the following
statements, O hides polynomial dependence on L, p, fmax, 7, ( and polynomial dependence on all
parameters. The following result is similar to that of [15], but is slightly more general: it covers the
case when A\ is close to 0 and doesn’t require an assumption of bounded gradients. The proof of the
Theorem is presented in Appendix A;

Theorem 5 (Convergence to c-FOSP) Ler f satisfy Assumption 1, C be a \-compressor and § =
(1\};\). Then for n = O (min(g?, é¢)), after T = O (5% + 6%3) iterations, at least half of visited
points are e-FOSP.

The following theorem is our main result and shows that compressed SGD converges to an
e-SOSP. The proof of the Theorem is presented in Appendix B;

Theorem 6 (Convergence to c-SOSP) Let f satisfy Assumption 1, C be a A-compressor and

o = (1\};). Let n, = O(e?) if Assumption C is satisfied and 1, = O <%) otherwise, 1) =

0 (min (55, 52f)) and n = min(ny,ny). Then after T = O (ﬁ) iterations, at least half of

visited points are e-SOSP.

Convergence to e-SOSP requires 17 < 1), which may result in noticeably slower convergence
rate compared to e-FOSP convergence. The reason for such behavior is that, for convergence to
e-SOSP, compression introduces an error similar to that of the stochastic noise; however, unlike
the stochastic error, the compression is not Lipschitz even for deterministic gradients. For example,
consider the sign compressor used in [12]: C(x) = @sign(x). Two points x; = (e,...,¢) and
X9 = (—¢,...,—¢) can be arbitrary arbitrarily close for small £, but the difference between their
compressions is constant. See Lemma 22 in Appendix B for more details.
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Compressed SGD in distributed settings Below we consider different scenarios to illustrate how
convergence depends on the properties of the compressor. To estimate the total communication
in the compressed case, recall that by Lemma 2 there exists a (1 — %)—compressor which requires

O(k) communication. By selecting A = 1 — %, where £ = o(d), we have § = © (g) and

= 0) (min (%5, kz\f)) Therefore, the total number of iterations is O (6%1 + %3 + #&)

ke2./e
Note that Lemma 2 considers a worst-case scenario. However, in practice it’s often possible to

achieve good compression at a low communication cost due to the fact that gradients often have
heavy coordinates, which are easy to recover. We formulate this beyond worst-case scenarios as the
following optional assumption:

and the total communication is O (ﬁ + E% + d? )

Assumption 2 There exists a constant ¢ < 1 such that for all ¢, C(V F(x¢, 0:) + & + e;) provides
a c compression and requires O(l) bits of communication per worker.

In other words, for all computed values C provides a constant compression and requires a
polylogarithmic amount of communication. This assumption can be satisfied under various conditions.
For example, some methods may take advantage of the situation when gradients between adjacent
iterations are close [8]. In cases when certain coordinates are much more prominent in the gradient
compared to others, top-k compressors show good performance.

Corollary 7 Algorithm I converges to e-SOSP in a number of settings, as shown in Table 1.

Table 1: Convergence to e-SOSP in various settings. Uncompressed setting corresponds to the
standard SGD convergence analysis. Compressed setting corresponds to using a compressor
(Lemma 2) of an appropriate size. Constant-size sketch is our beyond worst-case assumption
(Assumption 2) where we assume constant compression with 0(1) communication. The last
column shows an improvement in total communication compared to the uncompressed case.
For Lipschitz stochastic gradients VF', compression gives improvement for & = o(d~%?)

Total Total
Setting A Iterations =~ communication = communication
per worker improvement
Uncompressed =1 <4
Lipschitz VF 0 O (z) O (&)
Compressed L= Ve O () 0 (&) 0 (=47)
Lipschitz VF (e = 0(d72/3)) s 23+1/4 3/ad
Constant-size sketch =1 d ~ 1 d S 1
Lipschitz VF c<l 0 (?4 + ?3> o (?4 + ?3) O (mln(d, g))
Uncompressed ~ 4 = d2>
non-Lipschitz V F' 0 0 (64) 0 <a4
Compressed 8/4 = 4 ~ (P -
non-Lipschitz VF 1-e¢ 0 (?4) ( €3+1/4) O( 53/4)
Constant-size sketch ~ ~
Z c<1 O (&) O (&) 0 (d)

non-Lipschitz VF’
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Appendix A. Convergence to c-FOSP

In this section we prove Theorem 5, showing convergence to an approximate first-order stationary
point. Results and proofs are inspired by [12], with the key difference in that we show how to avoid
using the bounded gradient assumption: E [| VF ||2] < G? and handle the case of A\-compressors
with A < 1.

Definition 8 (Noise and compression parameters) We use the following notation:
o (4 = VF(x¢,0;) — Vf(x¢) is a stochastic gradient noise. This noise has variance o>
s & is an artificial Gaussian noise added at every iteration. This noise has variance r?
o )y = G + & is the overall noise. This noise has variance x> = % + r2.
» We assume that compression of the gradients is done using a \-compressor C. In order to
simplify the derivations we introduce an auxiliary parameter 6 = (1=X)/v/x

In order to perform the analysis, similarly to [12], we introduce an auxiliary sequence of noisy
iterates {y;} defined below. These iterates allow one to remove the impact of the compression error
so that we can analyze it separately from the noise.

Definition 9 (Noisy iterates) Let the sequence of noisy iterates {y:} be defined as y; = x; — ney.
Recall that e,y = V f(x) + ¢ + e, — g and gy = C(V f(x¢) + ¢ + €;) and thus
C(Vf(Xt) + ’(ﬁt + et) == Vf(Xt) + 1/)75 +e; — (ST

Hence for the {y;} sequence we have:

Yi+1 = X¢+1 — N€¢+1
=x¢ — NC(V f(x¢) + ¥t + ) — nepta (xt41 = x¢ —nC(V f(xe) + Y1 + 1))
=x¢ —nN(Vf(xe) + ¥ + e — er1) — new
=xt —N(Vf(xe) + Pt + et)
=xt — ney — n(Vf(xt) + )
=yt —n(Vf(xt) + )

Thus {y:} iterates remove the impact of the compression error from the analysis.

A.1. Compression error estimation

Recall that the compression error terms e; in Algorithm 1 represent the difference between stochastic
gradient (SG) and compressed SG. Similarly to how SG noise leads to increase in the number of
iterations compared to non-stochastic gradient descent, the presence of e; also increases the number
of iterations, and therefore it’s important to bound their norm.

Lemma 10 (Compression error estimation) Let X, e; be defined as in Algorithm 1 and let x* be
as in Definition 8. Then under Assumption 1, for any t we have

E [Jle:]?] < T >

ox L (1 +A
=0

) CENVIGI® 7.
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In particular, letting § = (1-A)/v/x we get a result similar to Lemma 3 from [12]:

E [Jedl?) <  (max(E [|V7(x)I]) + 1)

Proof The proof is similar to proof of Lemma 3 from [12]. The main difference is that we don’t rely
on the bounded gradient assumption.
By definition of e;1:
E [llec+1l*] = E [llee + Vf(xt) + 1t — Cler + V f(xe) + 1) ||]
< AE [|les + V f(xe) + ¢y]|?]

By using inequality |ja + b||? < (1 + v)la|? + (1 + 2)||b||? for any v, and by telescoping:

E [ler1l] < A1+ V) [lled]?] + (1+ 2)E [I976er) + 1))

t
< N AT+ %)E [V £ (i) + il?]
=0
t
< lz 14 )R [V F(x) + 2]

1=

X

By selecting v = 132, we have A(1 + v) = 152, Therefore:

N

2A o 1+,
B (lecalP] < =5 2 TRV TE [V £ xi) + 9]

2\ 1+ A
- AZ T2THE (V£ 6c0) 2 + 1)

For the sum of ||e;||%, we have the following, simplified expression.

Corollary 11 Under assumptions of Lemma 10, we have

ZE le-[1?] < QZ [V f(xa)|IP] +x°)

Proof
t

SB[l ] < o SO IR R (97 4]
=0

7=0

2)\ t T 1 +)\ .
Y ;}2(2> R [IVFa)ll* + X7
t

3. (E 19 Gl + Z<H2A>”+l>

T=1

IN
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Bounding 25 3° (£2)” with ﬁ = %, we have:

t

312
SUE[ledll?] < & < 2L S RV () 2 4 7]

=0 =0

A.2. Descent Lemma

The following descent lemma is a key tool in the analysis as it allows us to bound gradient norms
across multiple iterations.

Lemma 12 (Descent lemma) Ler f satisfy Assumption 1. Let x?, 6 be as in Definition 8. For
n < ﬁ min(d, 1), for any T we have:

— 4(f(yo) — E[f(y7)]) 8L
SB[V 7] < T +nT><2<2L+ 52)

Using this lemma, we’ll later show that for sufficiently large ', multiple visited points have small
gradients (note that the left-hand side divided by T' we obtain an average squared gradient norm),
making them £-FOSP. On the right-hand side the first term is bounded by 4/max/5, while the other
two terms can be bounded by selecting a sufficiently small 7. The second term arises from stochastic
gradient noise, while the last term appears because of compression.

Proof The proof is similar to proof of Theorem II from [12].

E[f(yir1)|xe, €] < f(ye) +(VF(ye), Elyer1 — yelxe, e]) + gE [yt — yell*|xe, et

2
= flye) =n(Vf(ye), VI(x)) + LTnE [V f (x¢2) + e |t ]

Lyx*n?

2
< Fly0) = mIV IR~ m{V () — VF(x0), V() + S |95+ 2

2,2
< 7y =0 = SDIVFI? + 25— nlV £ (31) — Vx0T )

By using inequality |{a, b)| <

2 2
Hf12|| + @ and Lipschitz gradient assumption, we have:

2,2
B[ (yern) ] < £v0) — (1 = SDIVFGI? + 25 4 LIV 5(v) — Vi) + D9 Geo)P

1 Ly Ly*n* | nL?

< f(yt) —77(5 - 7)|’Vf(xt)H2+ 5 +TH}’t—Xt”2
1 L77 LX2772 773L2

< 1y~ (s - EOIT Al + T T ey

10
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Using telescoping and taking the expectation, we bound f(y¢+1):

1 L
B (f(yin)] < ELFn)] — 03 — ZDE[IVSxol?] + 220 P S E el
7=0
Bounding sum of ||e;|? by Corollary 11, we have:
E[f(y2+1)
! L*n2(t+1)  2p3L%
<h-ni-2 ZE IV 76er) 7]+ P | 2T g 19 )+ 4]
1=0
N Ly2n2 2312 & 372
<-4 ZE 1V £ e 2] + DD 2L S g 19 e ) + 2L 1)y
7=0
- 1 L 22L2t L2t +1) 2353t +1
gfo—n<§—7”— L) S B e + D) 2T

7=0
Using that 7 < ;- min (6, 1), we bound the coefficient before St LE [IIV f(x-)[[?] with :

T-1

2
E[f(yr)] < fo— 7 D E[IVIG)IP] +n*x°T (L L2 77)
=0

2 62

After regrouping the terms, we get the required result:

T—1
SE [V (x))F] < 2 _nE Fonl) |, o (2L . 8L2n>

62
7=0

A.3. Convergence to c-FOSP

Theorem 13 (Convergence to -FOSP) Let f satisfy Assumption 1. Then for n = O (min(e2, d¢)),
after T' = 6] (6% e 3) iterations, at least half of visited points are e-FOSP.

Proof Proof by contradiction. For n < 4 min(é, 1), if less than half points are -FOSP, then by
Lemma 12:

2 T 2
4 max 8L
& <Y E[IVix)I] < fn + T (2L+ 52”)
7=0

It suffices to guarantee that all terms are at most TTe

Te2 e2 5
2L\ ’T < — < — O(2
TS =g = 1S r O(e7)
8L2\2n2T Te2 ) ~
>§277 < g — n< ¢ = O(de)
Lxv/48
Afmax _ Te? 24 finax - (1 - (1 1
< — <— T> =0(—]|=0(-+—
n — 6 — e?py ne2 gt + de?

11
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Therefore, after © (8% + %) iterations at least half of points are e-FOSP. |

Appendix B. Convergence to c-SOSP

1=\
VA

By rescaling we can assume that ¢ < 1. Recall that § = by Definition 8. We introduce the

following auxiliary notation:

Definition 14 (Step sizes)

1 2 2 e ~ 2
Min. step size for SGD 1, = I min (22, % + ~Z€> =0 <min £2, % + \Eég))
de &2 ~ de 62
Min. step size for compressed SGD 1) = min —8, Ve = O | min —6, Ve
Lo’ Ld L d

Intuitively, selecting step size 1 < 7, suffices to show convergence of SGD [11]. In addition,
selecting 7 < n) allows us to extend the results to compressed SGD. When { = 400, Ne = O (%)

and when / is a constant, 7, = O(£2).
Our choice of parameters is the following (¢, cz, cr, cr, ¢, hide polylogarithmic dependence
on all parameters):

Step size 1 = ¢, min(ny, 1)

1
Iterations required for escaping 7 = c1
ny/pe
Escaping radius R = cR\/g
P ey
3
Objective change after escaping F = cry| —
p
Noise radius c
r=c
"VIn
Table 2: Convergence to e-SOSP for various settings.

Settings A n T R Vo .
Uncompressed =/ 9 5 (8 ~ ~ ( 3) ~
Lipschitz VF 0 O () O () O(ve) O(Va) 0

Compressed 1A 2 & £>) N (L) N - ( 3) - (L)
Lipschitz VF 1-3 O(mln (5 vdrd Oz O(Ve) O(Ved) O NG
Uncompressed - (2 ) N N N ( 3) N ( )

non-Lipschitz VF 0 O(d O (d”?) O(ye) O(Ved) O(Vd
Compressed 1 ~ 2 ﬁ)) _ (L) - - ( 3) - (L)
non-Lipschitz VF 1-3 O<mm(d’ d O(5z) O0We O Ved) O 7
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Recall that y? = 02 + 72 = 0% + % by Definition 8 and frax = f(x0) — f(x*). We will show
that after 7 iterations the objective decreases by JF. Therefore, the objective decreases on average by

JTT Q(s 7)) per iteration resulting in O <f mj;‘) iterations overall. See Table 1 for the number of

iterations and total communication in various settings.

B.1. Proof outline

Our proof is mainly based on the ideas from [11]. We introduce "Improve or localize" lemma
(Lemma 15): if after the limited number of iterations the objective doesn’t sufficiently improve,
we conclude that we didn’t move far from the original point. Similarly to [11], we introduce a
notion of coupling sequences: two gradient descent sequences having the same distribution such that,
as long as we start from a saddle point, at least one of these sequences escapes, and therefore its
objective improves. Since distributions of these sequences match distribution of sequence generated
by gradient descent, we conclude that the algorithm sufficiently improves the objective.

Our analysis differs from [11] in several ways. The first difference is that, aside from x;,
our equations have another sequence y; (x; mainly participate as arguments of V f(-), while y;
participate as argument of f(-) and in distances). This introduces the following challenge: if some
relation holds for y, it doesn’t necessary holds for x;. For example, if we have a bound on ||y;: — y}||,
we don’t necessarily have a bound on ||x; — x}||, and it needs to be established separately.

Another difference is that we have to split our analysis into two parts: large gradient case and
small gradient case. When our initial gradient is large, then we either escape the saddle points or
nearby gradients are also large, and by Lemma 12 the objective improves (see Lemma 18). Otherwise,
we use "Improve or localize" Lemma as described above. In the latter case, similarly to [11], we
have to bound errors which arise from the fact that the function is not quadratic and gradients are not
deterministic (see Definition 20). However, we have an additional error term stemming from gradient
compression (see Definition 20); to bound this term (see Lemma 22), we need bounded ||e;||, and for
that we use our assumptions that gradients are small.

B.2. Improve or localize

We first show that, if gradient descent moves far enough from the initial point, then function value
sufficiently decreases. The following lemma considers the general case, while Corollary 16 considers
the simplified form, obtained by substituting parameters from Equation 1.

Lemma 15 (Improve or localize) Under Assumption 1, for n < ﬁ min(d, 1), for y¢, x,  defined
as in Definition 8, we have

E [llyr — voll2 )
(30— E[f(yr)) > “'ygnT”” Lo sper 1+ 257) e

Proof Let ¢y = (; + &. Note that yr11 = yr — n(Vf(x¢) + ).

T
IS wl? z uwtn] zx 1y
t=0 t=

=E

13



ESCAPING SADDLE POINTS WITH COMPRESSED SGD

E [|lyr — yol?] = n°E

T-1
1> (VF(a) + wi>||2]

=0
T-1 T-1
< 2K [u PIRZICHIEEDY «mn?]
=0 =0

<2°T Y E[|[V£(x:)|*] + 20°X°T
1=0

Since 1) < 4+ min(4, 1), by Lemma 12:

E [HYT _ YO||2] < 2172T (4(f(}’0) —UE Lf(y)]) + 77X2T <2L + 8?5’7)) + 2772X2T

2
< 2T (4(f(yo) —E[f(yr)]) + n*x°T <2L + 8§2n> + nx2>

2
<27 (1050 ~ B + 2T (42 4+ 557 ) )

After regrouping the terms, we have:

E [|lyr — yol? 2
siyo) - Elstyn) > SV () 200) e

To guarantee that the sum of these terms is at most g, it suffices to select parameters so that
ey + c,% +czey < cr/a.
|

Corollary 16 Under Assumption 1, for F,Z chosen as specified in Equation 1, for any T' < T we
have:

5 F

VPE _ 21 _ L
> 8CIE[HYT yol?] 5

f(yo) —E[f(yr)]

Proof With our choice of parameters, we can bound negative terms on the right-hand side of
Lemma 15.

Bounding 7.
2 2 /=3 3
2 e 9 & 3 \/ PE 2 £
nx? = no? +nr gcnf+crf:(cn+cz)—\/ﬁ T 2(cn+cr)—\/ﬁ,

where we use that ,/pe < L, since otherwise all e-FOSP are e-SOSP.

14



ESCAPING SADDLE POINTS WITH COMPRESSED SGD

Bounding 1>y *7T L.
’L
2°TL < 2 <,
NG
which is equal to the term estimated above.
Bounding 1?x?T - 2?#.
272 Cre
3272 2,272 cInL< + 5 ) 3
X < czn X < < 2CI (niLQ(jz + Crn,\L€2) < 201677\/;
52 62, /pe 62, /pe 02.\/pe
|

Corollary 17 Under Assumption 1, for F,R,ZL chosen as specified in Equation 1, if there exists
t € [0, 7] such that ||y — yo|| > R, then f(yo) —E[f(y:)] > F.

Proof By Lemma 15:

R F C%E?%/p& F c% 1
- >~ T _kRZVIE Y (R >
f(yo) —E[f(ys)] = mI 2 2cnp 2 < >]: > F,

where the last inequality holds when 3czcr < c%. |

B.3. Large gradient case: |V f(x0)|| > 3LR

Lemma 18 (Large gradient case) Under Assumption 1 for F, R, T chosen as specified in Equa-
tion 1, if ||V f(x0)|| > 3LR, then after at most T iterations the objective decreases by F.

Proof If there exists ¢ < Z such that ||y; — yo|| > R, then by Corollary 17, the objective decreases
by at least F.

First we show by induction that ||V f(x;)| > HW‘%XO)H and |V f(xy)| < 2|V f(x0)|| for all
t<T.

Vo)l = IV (x0) = (VF(x0) = VF(x2))]

> [[Vf(xo)ll = IVf(x0) = Vf(xs)ll
>[IV (x0)[l = Lllxo — x|

> [[Vf(xo)ll = Lllyo = yell = Lllye — x|
> [IVf(xo)ll = LR = nlle]

15



ESCAPING SADDLE POINTS WITH COMPRESSED SGD

In the equation above, we have to bound ||e;||

E[ler1]]] < VAIVF(xz) + 9 + e (By definition of A\-compressor)
< V|V F(xe) + ]| + VA lled]] (By triangle inequality)
t—1 ,
< Z \ﬁt_ZHVf(Xi) + 4| (By telescoping)
=0
-
< Z VA IV + x) (By triangle inequality)
i=0

Since ||V f(x;)|| < 2|V f(x0)]|, for sufficiently small 1, we have ||e;| < w, and therefore

IV £ = 19 (o)~ LR e = V0]

The upper bound is similar:
IVFxo)ll < IVF(x0)ll + LR + nlle]| < 2]V f(xo)]l

By Lemma 12, we know:

T-1
Z E [va(XT)HQ] < 4(f(yo) _TIE [f(y2)]) T <2L n 8L2n)
7=0

62
Therefore:
nil 8L%n
flvo) - Elfrn)] = 5 (12R2 = i er + 57)

> <C%L2€ - 1Oc,7€2>

dnype \ p
> 47707]\/?7;75 (ce? — 10c,22) (since L > /%)
> F,

where the last inequality holds when ¢, (c% — 10¢;)) > cr.

B.4. Small Gradient Case: ||V f(xo)| < 3LR
B.4.1. COUPLING SEQUENCES

Let H = V2f(xq); we use x' Hx as a quadratic approximation of f near zg. Let v; be the
eigenvector corresponding to the smallest eigenvalue v of H. Then we construct coupling sequences
x; and x; in the following way: x; is constructed as described in Algorithm 1; x} has the same

16



ESCAPING SADDLE POINTS WITH COMPRESSED SGD

stochastic randomness 6 as x;, and its artificial noise £, is the same as & with exception of the
coordinate corresponding to vy, which has an opposite sign.

el = e
& ~ N(0,77) & = & — 2(v1, &)v1
gt = C(VF(x,0:) + & + e;) g, = C(VF(x},0;) + & +e}) )
Yt =Xt —ney Yi = X; — ne
Xi41 = X¢ — NGt XQH = Xg - ngg

€1 =VEF(x,0;) +& +e—g e =VF(x,0)+& +e —g
The notable fact is that both sequences correspond to the same distribution.
Lemma 19 For all t, x; and y; from Equation 2 have the same distribution as X, and y}.

Proof By definition of y; and y}, it suffices show whether x; and e; have the same distributions as
x; and €.
Proof by Induction. yo = y({, = Xo — neo.
We want to show that if the statement holds for ¢, then it holds for ¢ + 1. To show that x; has
the same distribution it remains to show that g; and g; have the same distribution:
* Since x; and x} have the same distribution, VF'(x¢, 0;) and VF(x}, 0;) have the same distri-
bution.
* Since NV(0,72) is symmetric and & is the same as &; with exception of one coordinate, which
has an opposite sign, & and & have the same distribution.
* ¢e; and €} have the same distribution.
Similarly, e;11 has the same distribution as €] 11, since VF (x¢,6), &, e; and g; have the same
distribution as VF'(x}, 0;), &, €} and g;. [ |

Since our sequences have the same distribution, we have E [f(x;)] = E [f(x})]. We want to show
that in a few iterations y; — y; becomes sufficiently large and, therefore, at least one of y; and y; is
far from x(. By applying Lemma 15 we will show that the objective sufficiently decreases.

B.4.2. EXPRESSING THE DIFFERENCE BETWEEN COUPLING SEQUENCES

In order to capture the difference between the two coupling sequences we introduce the following
notation:

Xp = X; — Xt & =e;—e G=0¢—G &G=¢&—&

We split x; into 4 terms: x; = —(A; + & + Z; + E4), corresponding to different sources of
approximation error, defined as follows:

17
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Definition 20 Ler §; = fol V2f(axi+ (1 — a)x;)da — H. Then

t—1
Ay = UZ(I —nH)'" 6%
i=0
1 A
E=n> (I—nH)"""1(& — &)
i=0
t—1 '
Zy=nY (I—npH)""'§
i=0
1 A
E=n) (I—nH)'"""',

=0

Recall that (; is an SGD noise, &; is an artificial noise, €; is the compression error.

In the simplest case, the objective is quadratic and we have an access to an uncompressed
deterministic gradient. When it’s not the case, the introduced terms show how the actual algorithm
behavior is different:

* A; corresponds to quadratic approximation error.

* & corresponds to compression error.

» Z; corresponds to difference arising from SGD noise.

» = corresponds to difference arising from artificial noise.

Intuitively, Z; is a good term, and other terms are negligible (|| A; + & + Zy|| < 3|2

We’ll now prove the expansion.

s /
Xi4+1 = Xpp1 — X4l

= YQ+1 + 779;+1 — (Yt+1 +nett1) (By definition of y; and y})
=181+ (vt — ve) — 0 (VF(}) = V() + (¢ — G) + (& — &) (By update equation for yy)
=n(8t+1 — &) + Xt —n ((5t + H)%e + G+ ét) (By definition of &; and y;)

= (€1 — &)+ ([ —nH)X —n (5t5<t + 4+ ét)

= —nH)X;—n (5tf<t + (6 —é141) + G + ét)

Using telescoping, we get the required expression. Since y; — y; = X; — 1é;:
Xt =—(A+ &+ 2+ 5) = yi—yi=—(Ar+ (& +né) + Z4 + Ey),
and we’ll use y; — y; in Corollary 17.

B.4.3. BOUNDING ACCUMULATED COMPRESSION ERROR

Compared to SGD analysis, an additional term & + né; appears. This term corresponds to accumu-
lated error arising from compression, and we have to bound its norm.

18
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Definition 21 Following [11], we introduce the following term which is proportional to ||y|:

B =
In [11] it was shown that
(1 +77’Y)t>
)y =0 ———~
A) < VY

Lemma 22 (Bounding accumulated compression error) Under Assumption 1, let x and § be as
in Definition 20, & and &; be as in Definition 20, B, be as in Definition 21 and 1 and R as in
Equation 1. Assume that max(||y: — yol|, ||ly; — yoll) < R forallt and |V f(x0)|| < 2LR. Let —v
be the smallest negative eigenvalue of V? f (xq) such that vy > \/Tp?. Then under Assumptions A, B, D
we have:

. 6n”2L
E [l +neul] < L X
VY
Proof Expanding sum in &; and using that &y = 0:
t—1 '
Er=n) (I—nH)' 7 (& — &1) (By Definition 20)
i=0
t—1 A
=n(—& + Z(I —nH)!"1 (I —nH) — 1)&) (By telescoping)
i=1
t—1 '
= —né +n°H Z(I —nH)"" e
i=1

We can now estimate ||E; + 17€;||. Since —+ is the smallest negative eigenvalue of H, we have
11 =nH[| < (1+n7).
t—1 '
€ + néyll = In*H Y (I —nH)" ey

i=1

<n’L Z(l + 1) & | (By gradient Lipschitzness Apax(H) < L)
i

<n*L Z(l + 7)1 el — e (By definition of &;)
i

<n’L Z(l +09) (1€l + Jleil])  (By triangle inequality)

7
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in the equation above, we have to bound ||e;||:

E[lecs1]]] < VAIVF(xe) + 1 + e (By definition of A\-compressor)
< V|V F(xe) + | + VA llet]] (By triangle inequality)
t—1 ,
< Z VoA IV f(x:) + il (By telescoping)
=0
-
< Z VA IV + x) (By triangle inequality)
=0

t—1 )
<3 VXTIVl + IV £(yi) = VIl +x) - (By iangle inequality)

=0
=1
—1i
< Z VA (LR + Ly — xi|| + x) (By theorem assumption and Lipschitz condition)
=0
=
—1
<) VAT (LR +llei] + x) (By definition of y;)
=0

We’ll show by induction that ||e;|| < GTX. By selecting small enough constant ¢z in the definition
of R, we have LR < x. Using the induction hypothesis, 7|le;|| < 6x3 < x by selecting a
sufficiently small ¢, in the definition of 7).

Therefore,

t—1 ,
E[llet+1]] < Z \ﬂt_ZSX (Using bounds on LR and ne;)
i=0

_ 3V Ax
1=/

_ VA + VX
- 1-A

Gx

K

Substituting this into the inequality for ||&; + né;||:

(Taking a sum of the geometric series)

<

X 612 Ly 1 _ 602 LxB
E < 1 g A

where we estimated the series in the following way:

t—1

) 1 t
Z(l_'_n,y)t—l—z < ( +77’Y) < 615
prd Y Vi

20



ESCAPING SADDLE POINTS WITH COMPRESSED SGD

B.4.4. ESCAPING FROM A SADDLE POINT

We now show that, if a starting point is a saddle point, we move sufficiently far from it.

Lemma 23 (Non-localization) Under Assumption 1, let x and & be as in Definition 20, ; be as in
Definition 21 and n and r as in Equation 1. Then for any t

E Iy - vel] =0 (%)

Proof Since =, is a sum of Gaussians with variances 4(1 + 7y) 2(t—i—1) " , its total variance is

|
—

t
n2r2

d

22
4 (L+97)* = 4*@

Il
S

%

and therefore E [||Z,]|] = \/> Benr.

We show that terms aside from E; are negligible, namely that || A; + (& +1é;) + Zi|| < 3[|1Z4].
We prove the inequality by induction. The inequality holds for ¢ = 0 since all terms are 0.
Assume that inequality holds for ¢, namely

Anr B
Vd

It suffices to show that each of || A¢||, || Z;|| and [|&;]| is less than 75||Z]|.

Efll%]l] < 2E[[IZ]] <

Bounding A;. By Hessian Lipschitz property, E[||0;|]] < 2pR, and by induction hypothesis
E [[|%;]]] < 42 for i < t. Therefore:

Vd
t—1 '
E[A]=E |n) (I-nH)""5%; (By definition 20)
i=0
t—1 ‘
< nz I —nH|=7E B )6 - %)) (Bounding norms of all terms)
i=0
t—1 '
<20 (14 ny)" " pRE[||24]] (Using bound on ;)
i=0
Benr . . .
< 8npRI—= (By induction hypothesis)
Jd y yp
e cr nrp : :
< 8npcr \/7 (Expanding R and Z by equation 1)
nVpE Vd
_ 8CICR777"51:
Vd

which is less than 1—101[-3 [IZ¢]]] when czer < ﬁ
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Bounding || &; + né:|| By Lemma 22 we know that

61" Lx Bt
5

Using x < 2r, to show that E [||€; + 7é&;[|] < 75E [||Z,||], it suffices to guarantee that

E[ll& +nedl] <

602 LxB: _ Bmr 8\/Ar
< — i< VT
oY T 10vd Vi = 60/ dx L

which holds when (using bounds on x and )

62 /A=
n < VP
2-602dL?
Bounding || Z;||. First, we consider the case when Assumption 1.C doesn’t hold (i.e. { = +0).
Since (¢|Co, - - - , (t—1 is a Gaussian distribution and Z; is also a sum of independent random variables:
t—1 '
F [HZtH2] < 772 Z(l + n,y>2(t—z—1)2n20_2 < 2774 75202
i=0

Therefore, E || Z;||] < 2n%c ;. To prove E [|| Zy||] < 15E [||Z¢||], it suffices to show that

2 2.2
2no By < nr B — 200Vd <r < 4000%d < czs— e
10vVd L

= <
1 "= 40002 Ld
which holds when 100¢;, < 2. )
Finally, we consider the case wllen Assumption 1.C holds (i.e. £ < 400). Since stochastic
gradient is Lipschitz, we have ¢; < 2/R and:

t—1
E [”Zt||2]] = ||n Z(I —nH)!G)? (By definition 20)
=0

t—1
<SPPI NI —nH) )P (By Cauchy-Schwarz)
i=0
t—1 .
<n’T Z (1 +ny)! % 16N (Since 7 is the smallest negative eigenvalue of H)
=0

and therefore E [|| Z;||] < 27]!7\/f6t77g To guarantee that E [|| Z;[|] < 75E [||]]], it suffices to show
that

s =B _ P . 1 Enl? 1 NG
onlvVI=EE < = pVI< — = I < — p< _
TYEVE T 10va TS =90 VpeE T 400 7= 40022

which holds when 400c%c, < 1. u
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Theorem 24 Under Assumption 1, for ) as in Equation 1, after O <?7%) iterations of Algorithm 1,
at least half of visited points are e-SOSP.

Note that the fraction of e-SOSP can be made arbitrary large.
Proof First we show that, if Ayin (V2 f(x0)) > —@, then for some t < Z

f(xo0) —E[f(x)] = F

By Lemma 23:

Bepr n(L+m)t e oe t
>4 : >4 (1+m)
Vd Vdny  VLn —  /Ldy

Substituting ¢t = Z, we have (1 + 7v)T > (1 + 1,/pe) /"7 > e°. By selecting cz > clog dL;’fR
for some ¢, we have E [||y; — y¢|]] > 2R, and therefore:

E[lly: - yill] >4

max(E [lyo — yzl].E [lyo — ¥%ll]) > SE [lly7 — yzll] >R

N |

Since by Lemma 19 y, and y; have the same distribution, E [|lyo — yz|]] = E[||yo — y%l/], and
therefore

Elllyo —yzl] > R,

By Corollary 17:
fxo) —E[f(x1)] = F,
and therefore the objective decreases by F after Z iterations.

We split all iterations into chunks of size Z. For each chunk [s, s + Z] we consider the following
cases:

o If ||V f(xs)|| > 2LR, then by Lemma 18 the objective decreases by F, and therefore there
are at most O(fm%) such chunks.

o If Apin (V2 £(x5)) < —@, then, as shown above, the objective also decreases by F.

o If [Vf(xs)]| <2LR and Apin (V2 f(x5)) > —\/T’TE, then, by Hessian-Lipschitz property, by
selecting sufficiently small R we guarantee that x; is an e-SOSP for all ¢ € [s,s + 7). By
Lemma 15, objective increases by at most g

If after 7' iterations less than half of points are e-SOSP, then the objective decreases by %(]—' — g),
which is greater than fi,,x for T > Qf%

Appendix C. Choice of parameters

Proposition 25 (Corollary 7 restated) For various settings of Algorithm I we have the convergence
rate to e-SOSP as shown in Table 3.

Proof
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Table 3: Convergence to e-SOSP in various settings. Uncompressed setting corresponds to the
standard SGD convergence analysis. Compressed setting corresponds to using a compressor
(Lemma 2 of an appropriate size). Constant-size sketch is our beyond worst-case assumption
(Assumption 2) where we assume constant compression with O(l) communication. The
last column shows an improvement in total communication compared to the uncompressed
case. For Lipschitz stochastic gradients V F', compression provides improvement when

€= o(d*Q/ %)
Communication Total Total
Setting A per round Iterations =~ communication = communication
per worker per worker improvement
Uncompressed v S d _
Lipschitz VF 0 0d) O () O ()
Compressed 1—Vde’/ 8/2_3/a ~ 1 ~( avd 1
Lipschitz VF (e = O(d_2/3)) O(d € ) o (57) @ (s3+1/4) <53/4f3>
Constant-size sketch = =1 d =1 d =
Lipschitz VF c<1 O(1) O(X+%) O(Z+%) O(min(d,?))
Uncompressed 5 d ~ (ﬁ ) _
non-Lipschitz VF 0 0(d) 0 (€4) Ofa
Compressed 3/4 3/4 = d Yy <1
non-Lipschitz VF 1-¢ O(de™") O (?4) 0 (53+1/4) 0(53/4)
Constant-size sketch ~ ~ ~ ~
onstant-size sketc c<1 o(1) O(g%) O(g%) 0 (d)

non-Lipschitz VF

Uncompressed case. To simplify ~the2presentation, let @ = 1 when Assumption 1.C holds and let
a = d otherwise. Therefore, 7, = O(%).

In uncompressed case, C(x) = x and A = 0. In this case, 7y = 00, = 1)y

0, (%) and the
number of iterations is O (% ).
Since x requires O(d) memory, the total communication is O (%)

Compressed, Lipschitz stochastic gradient. By selecting A = 1 — 7, where £ = o(d), we
have 6 = © (%) and ) = O <min (%, de},.E)) Therefore, the total number of iterations is
O (E% + % + ﬁ%) and the total communication is O ( + 5 d 4 kag\[)

To balance the first and the third terms: % = 2 we select /~c = d*2%/* which results in total

ENS

dvd ) Compared with communication in unconstrained case, namely

communication being O ( pEn

5 (d : 1 — (Y3
(@) (?4) we achieve e improvement, which improves communication when & = o(d~%3).

Compressed, non-Lipschitz stochastic gradient. The total number of iterations is O (8% + % + ﬁ;ﬁ)

and the total communication is O ( += + ) \[>
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Balancing the first and the third terms, we select k& = de**. The total communication is

~ 2 . . _ . .
(@) (53171/4) , which gives improvement of € 5/4 compared with unconstrained case.

Good sketch case. Lemma 2 considers the worst case, which doesn’t always arise in practice.

Assume that we have a a c-compressor C some for constant ¢ which requires O(1) memory of

communication. In this case, the total communication is O (t% + 5%) In non-Lipschitz case, we

obtain d improvement, and in Lipschitz case, we obtain min(d, é) improvement.

25



	Introduction
	Preliminaries
	Algorithm and analysis
	Convergence to -FOSP
	Compression error estimation
	Descent Lemma
	Convergence to -FOSP

	Convergence to -SOSP
	Proof outline
	Improve or localize
	Large gradient case: f(x0) 3 LR
	Small Gradient Case: f(x0) < 3 LR
	Coupling Sequences
	Expressing the difference between coupling sequences
	Bounding accumulated compression error
	Escaping from a saddle point


	Choice of parameters

